Point-of-Care Differentiation of Kawasaki Disease from Other Febrile Illnesses
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Objective To test whether statistical learning on clinical and laboratory test patterns would lead to an algorithm for Kawasaki disease (KD) diagnosis that could aid clinicians.

Study design Demographic, clinical, and laboratory data were prospectively collected for subjects with KD and febrile controls (FCs) using a standardized data collection form.

Results Our multivariate models were trained with a cohort of 276 patients with KD and 243 FCs (who shared some features of KD) and validated with a cohort of 136 patients with KD and 121 FCs using either clinical data, laboratory test results, or their combination. Our KD scoring method stratified the subjects into subgroups with low (FC diagnosis, negative predictive value >95%), intermediate, and high (KD diagnosis, positive predictive value >95%) scores. Combining both clinical and laboratory test results, the algorithm diagnosed 81.2% of all training and 74.3% of all testing of patients with KD in the high score group and 67.5% of all training and 62.8% of all testing FCs in the low score group.

Conclusions Our KD scoring metric and the associated data system with online (http://translationalmedicine.stanford.edu/cgi-bin/KD/kd.pl) and smartphone applications are easily accessible, inexpensive tools to improve the differentiation of most children with KD from FCs with other pediatric illnesses. (J Pediatr 2013;162:183-8).

In the absence of a specific diagnostic test, the diagnosis of Kawasaki disease (KD) is currently based on clinical criteria.1 Nonspecific laboratory testing can help to support the diagnosis.2 If not treated promptly, patients with KD may develop coronary artery dilatation or aneurysms. The cardiovascular damage can be largely prevented by timely administration of intravenous immunoglobulin.3 Thus, there is a need for a sensitive and specific diagnostic test that can facilitate diagnosis and permit timely treatment.

We postulated that quantitative analyses of KD-associated patterns of clinical and laboratory data could synergistically improve diagnostic accuracy. We used statistical learning methods to develop and validate KD diagnostic algorithms, which can be applied to existing and evolving information technologies to create novel and inexpensive point-of-care tools for the diagnosis of acute KD.

Methods

Inclusion criteria for subjects with KD were based on the American Heart Association guidelines.1 We included all subjects with KD diagnosed within the first 10 days after fever onset who had fever for at least 3 days and 4 of 5 classic criteria or 3 or fewer criteria with coronary artery abnormalities documented by echocardiogram. Febrile controls (FCs) were children evaluated in the emergency department who had fever for at least 3 days accompanied by at least 1 of the KD criteria (rash, conjunctival injection, oral mucosal changes, extremity changes, enlarged cervical lymph node). Febrile children with prominent respiratory or gastrointestinal symptoms were specifically excluded so the majority of the controls had KD in the differential diagnosis of their condition. Informed consent was obtained from the parents of all subjects and assent from all subjects $\geq$7 years of age. This study was approved by the Human Subjects Protection Programs at the University of California San Diego and Stanford University.
De-identified clinical and laboratory data were extracted from the University of California San Diego KD electronic database for multivariate analysis. FCs had a clinically determined or culture-proven etiology for their febrile illness (Table I; available at www.jpeds.com). Possible viral infection was defined as a febrile illness that resolved without specific treatment within 3 days of obtaining the clinical samples. All subjects underwent evaluation for their febrile illnesses at Rady Children’s Hospital San Diego and had complete historical, physical examination, and laboratory data required for multivariate analysis. Subjects were randomized (R random sampling method) into 2 cohorts: 276 patients with KD and 243 FCs for model training analysis; 136 patients with KD and 121 FCs for model testing analysis. Demographic data were analyzed using R epicalc package (The R Project for Statistical Computing; http://r-project.org).

Clinical data included 7 variables: (1) fever (temperature ≥38.0°C) in the emergency department or by history in the past 24 hours; (2) conjunctival injection; (3) extremity changes including red, swollen, or peeling hands or feet; (4) oropharyngeal changes including red pharynx, red, fissured lips, or strawberry tongue; (5) cervical lymph node of at least 1.5 cm; (6) rash; and (7) number of days of illness (first day of fever = illness day 1). Laboratory data obtained prior to administration of intravenous immunoglobulin included 12 variables: total white blood cell count; percentages of monocytes, lymphocytes, eosinophils, neutrophils, and immature neutrophils (bands); platelet count; hemoglobin (Hgb) concentration normalized for age; C-reactive protein; gamma-glutamyl transferase; alanine aminotransferase; and erythrocyte sedimentation rate. Logistic regression computation using the training data yielded both the adjusted ORs and the likelihood ratio test P value.

We used linear discriminant analysis (LDA) to classify individual subjects based on clinical variables alone, laboratory test variables alone, or the combined data sets. R library MASS function "lda" was used. Coefficients of linear discriminants, which are the associated weights with the first linear discriminant function, were calculated as a measure of the association of each variable with the final diagnosis (Table II). We performed receiver operating characteristic (ROC) analyses of the diagnostic performance of the clinical, laboratory, and combined LDA models for binary classification of subjects with KD from FCs in the training/testing cohort and compared their area under the curve (AUC).

The projection value onto the first canonical (LDA) was designated as the KD score, allowing the clinical variables to be collectively interpreted on a scale, rather than a strict binary discrimination. Three different types of KD scores were computed based on clinical findings, laboratory test results, and their combination for all subjects and were used to stratify subjects into subgroups with low, intermediate, and high scores. The low and high groups had a negative predictive value (NPV, FC diagnosis) >95% and a positive predictive value (PPV, KD diagnosis) >95%, respectively.

With a model view controller design, we applied a previously developed server-based biocomputational framework5 to allow physicians remote access to our KD diagnostic algorithm. The algorithm and associated Web application were implemented using R and PERL, respectively. The iPhone application was developed in the integrated development environment Xcode 3.2.4 and iOS SDK 4.1 using Objective C. Later it was tested using iPhone Simulator 4.1 and was supported by iOS 4.1 or higher versions. The Google phone application, enabled by the Android Application Framework, was developed on the Google Android platform (Ver. 2.3, which is used by 57% of all current Android developers),
using the Oracle Java 5.0 programming language, on Linux operating system by Fedora Project.

**Results**

In both the training and testing cohorts, the patients with KD were younger than the FCs but were otherwise similar (Table III; available at www.jpeds.com).

We performed multivariate analysis of the clinical and laboratory test variables for KD and FC discrimination in our training data set (Table II). Clinical variables of conjunctival injection, extremity changes, and oropharyngeal changes; fever; and laboratory test variables of erythrocyte sedimentation rate, platelet count, and age-adjusted Hgb were statistically different between the groups.

In the LDA models with clinical, laboratory test results, and their combination (Table II), the clinical variables of the extremity changes, conjunctival injection, and oropharyngeal changes and the laboratory variable of the age-adjusted Hgb concentration contributed the most to the binary classification. Comparing the 3 LDA models (Figures 1-4; Figures 1 and 2; available at www.jpeds.com), the KD/FC LDA binary classification performances (sensitivity, specificity, PPV, NPV, and ROC AUC) in both the training and testing were synergistically improved if clinical and laboratory test variables were combined.

Density plots of KD scores calculated by clinical, laboratory test, and combined LDA modeling methods demonstrated the class separation (Figures 1-3). To achieve sensitive and specific differentiation of KD from FC, we partitioned the KD scores into 3 groups: low KD score group allowing accurate FC diagnosis (<5% of KD misclassified), intermediate score group with inadequate KD/FC differentiation, and high KD score group allowing accurate KD diagnosis (<5% of FCs misclassified). We targeted the 95% PPV high KD score group and 95% NPV low KD score group for accurate KD and FC discrimination.

The number of correctly diagnosed KD patients (high score group) and FCs (low score group) increased to 67.49% of all FCs and 81.16% of all KD patients in training.
and 62.81% of all FCs and 74.26% of all KD patients in testing when the clinical and laboratory findings were combined (Figures 1-4).

To facilitate point-of-care implementation of the KD score, we created the following Web site (http://translationalmedicine.stanford.edu/cgi-bin/KD/kd.pl) to permit remote use of the KD scoring system (Figure 4). In addition, we developed smartphone applications (iPhone and Android versions) to allow clinicians point-of-care access to our server-based algorithm for real-time KD diagnosis.

We examined the performance of the KD score in prediction of coronary status using the model combining both clinical and laboratory test variables. The score density plots of subjects with KD with normal, aneurysmal, or dilated coronary arteries were overlaid. The almost complete overlapping pattern suggests poor performance of the KD scoring system for coronary status prediction (Figure 5; available at www.jpeds.com).

We explored the impact on KD diagnostic modeling incurred by a reduction in the number of model variables available for the predictive analysis. We reasoned that many potential patients would have incomplete data early in the course of KD. Beginning with the least-weighted variable (Figure 6, from bottom to the top), we iteratively reduced the number of variables to construct LDA models of increasingly smaller panel sizes. The models were developed using training data and tested blindly on the testing dataset. ROC AUCs were computed and plotted. The ROC analyses of LDA models with reduced numbers of variables revealed AUCs of 0.95 and 0.90 for models with 10 or 5 variables, respectively. The 10-variable model includes all the 7 clinical variables and 3 laboratory tests: Hgb, eosinophils, and white blood cell count.

**Discussion**

We performed statistical learning and developed 3 different scoring systems for the diagnosis of KD. The score combining clinical findings and laboratory data resulted in a sensitive (>95% PPV) and specific (>95% NPV) diagnosis of ~60% of FCs and ~75% of patients with KD. Within the patient groups of low and high KD scores, ~5% of patients were falsely classified as being either FCs (when they clinically were judged to have KD) or KD (when they clinically were judged to be FCs).

The clinical and laboratory variables we used in the multivariate analysis are routinely obtained during the evaluation process. We examined the performance of the KD score in prediction of coronary status using the model combining both clinical and laboratory test variables. The score density plots of subjects with KD with normal, aneurysmal, or dilated coronary arteries were overlaid. The almost complete overlapping pattern suggests poor performance of the KD scoring system for coronary status prediction (Figure 5; available at www.jpeds.com).

We explored the impact on KD diagnostic modeling incurred by a reduction in the number of model variables available for the predictive analysis. We reasoned that many potential patients would have incomplete data early in the course of KD. Beginning with the least-weighted variable (Figure 6, from bottom to the top), we iteratively reduced the number of variables to construct LDA models of increasingly smaller panel sizes. The models were developed using training data and tested blindly on the testing dataset. ROC AUCs were computed and plotted. The ROC analyses of LDA models with reduced numbers of variables revealed AUCs of 0.95 and 0.90 for models with 10 or 5 variables, respectively. The 10-variable model includes all the 7 clinical variables and 3 laboratory tests: Hgb, eosinophils, and white blood cell count.

**Discussion**

We performed statistical learning and developed 3 different scoring systems for the diagnosis of KD. The score combining clinical findings and laboratory data resulted in a sensitive (>95% PPV) and specific (>95% NPV) diagnosis of ~60% of FCs and ~75% of patients with KD. Within the patient groups of low and high KD scores, ~5% of patients were falsely classified as being either FCs (when they clinically were judged to have KD) or KD (when they clinically were judged to be FCs).

The clinical and laboratory variables we used in the multivariate analysis are routinely obtained during the evaluation process.
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**Figure 4.** Comparative analysis between 3 different KD scoring algorithms and predictive analysis adapted to Web site or smartphone applications. Analysis example at the Web site depicts KD score of an individual patient superimposed on KD scores of patients KD and FC in our KD database.
of children with suspected KD and rapidly reported by most clinical laboratories. Thus, our KD score can now be subjected to prospective, multicenter testing in a variety of clinical settings to establish its utility. Currently, clinicians rely on clinical experience without the benefit of a formal scoring system. Many reports have claimed good discrimination between KD and FC based on a single biomarker, but none have been successfully validated.\(^5,6\) One problem has been with the selection of FCs who do not represent the population of patients who could legitimately be confused with having KD.\(^7\)

A strength of this study is the application of machine learning (LDA) to a large KD and FC dataset created through prospective, standardized data collection over a 12-year period. An additional strength was the use of FCs for whom KD was actually considered in the differential diagnosis and who had fever and at least 1 of the clinical signs of KD.

We also recognize several limitations to our study. Data were collected by clinical personnel with experience in the evaluation and management of patients with KD and FCs. The final diagnosis of KD depended, for the majority of patients without coronary artery abnormalities, on the clinical judgment and experience of the same clinical team. Pretest probability is an important element in the performance of any diagnostic test and the skill of the clinicians in selecting subjects for inclusion in this study may have influenced the results. Therefore, the performance of the combined score in the hands of those less skilled in the diagnosis of KD will need to be prospectively evaluated. We were unable to incorporate the nuances that an experienced clinician might use to support or refute a diagnosis of KD. Experienced clinicians may incorporate ancillary findings such as perineal accentuation of rash, urethral meatal erythema, limbal sparing from conjunctival injection, and irritability to modify their risk assessment for KD. Similarly, respiratory symptoms in the patient or family, asynchronous onset of eye changes, splenomegaly, discrete oral lesions, or a vesiculobullous rash may dissuade experienced clinicians from a diagnosis of KD. Future versions of the KD score may use such findings to refine the risk assessment. Without a gold standard for the diagnosis of KD and without serial echocardiograms on our FCs, we cannot eliminate the possibility that some subjects were incorrectly classified. Although we have performed a validation of our KD score using an independent cohort of subjects with KD and FCs, the score requires prospective validation under point-of-care clinical conditions at multiple centers. Ideally, this would be performed with echocardiograms on the FCs to provide additional reassurance that patients with incomplete or atypical KD were not hidden among them. The performance of the algorithm for patients with incomplete KD is unknown and will need to be studied. Future prospective studies will validate whether our algorithm can contribute to the diagnosis of children with incomplete KD. Despite a good predictive value for the very low and high KD scoring groups identified by this algorithm, 35% of FCs and 25% of subjects with KD with indeterminate scores still require additional observation and testing to establish a diagnosis. We postulate that proteomics and limited locus genotypes might be used in the future to further resolve the intermediate group to achieve improved KD diagnosis.\(^8\)

Our KD scoring metrics are amenable to automation to develop data-driven predictive systems to diagnose KD and may be useful for other diseases as well. We have applied existing and evolving information technologies, including database, Web 2.0, and mobile computing, to translate our KD predictive algorithm into clinical practice. The current smartphone application was developed to support the testing to validate our KD diagnostic algorithm under varied clinical conditions.
conditions. Therefore, it is early and premature to rush the KD application to clinics before prospective studies. Once optimized and validated, our smartphone application can then be used as a point-of-care diagnostic tool to manage KD.

Ultimately, the interface among the electronic medical record (EMR), hand-held devices (cell phone), and server-based clinical-computation may benefit patients and clinicians. Consistent with the current mandate to expand EMR use, future integration of our KD predictive algorithm with the bedside EMR can provide a platform to drive translational medicine for improved KD diagnosis.
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### Table I. Diagnosis of FCs

<table>
<thead>
<tr>
<th></th>
<th>Training (FC, n = 243)</th>
<th>Testing (FC, n = 121)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Viral infection</td>
<td>174</td>
<td>82</td>
</tr>
<tr>
<td>Bacterial infection</td>
<td>53</td>
<td>23</td>
</tr>
<tr>
<td>Other inflammatory processes</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>Both bacterial and viral infection</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

### Table III. Demographics analysis

<table>
<thead>
<tr>
<th></th>
<th>Training (KD, n = 276; FC, n = 243)</th>
<th>Test statistics</th>
<th>P</th>
<th>Test (KD, n = 136; FC, n = 121)</th>
<th>Test statistics</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age, mo</strong></td>
<td></td>
<td>t test (516 df) = 2.63</td>
<td>.009</td>
<td>t test (254 df) = 2.57</td>
<td>.011</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>276</td>
<td>243</td>
<td>519</td>
<td>136</td>
<td>121</td>
<td>257</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>37.1 (31.5)</td>
<td>45.7 (42.6)</td>
<td>41.1 (37.3)</td>
<td>34.7 (32.1)</td>
<td>46.9 (43.7)</td>
<td>40.4 (38.4)</td>
</tr>
<tr>
<td><strong>Sex, %</strong></td>
<td></td>
<td>χ² (1 df) = 1.92</td>
<td>.166</td>
<td>χ² (1 df) = 0.6</td>
<td>.44</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>183</td>
<td>153</td>
<td>336</td>
<td>90</td>
<td>78</td>
<td>168</td>
</tr>
<tr>
<td>Female</td>
<td>62 (33.9)</td>
<td>64 (41.8)</td>
<td>126 (37.5)</td>
<td>41 (45.6)</td>
<td>30 (38.5)</td>
<td>71 (42.3)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>121 (66.1)</td>
<td>89 (58.2)</td>
<td>210 (62.5)</td>
<td>49 (54.4)</td>
<td>48 (61.5)</td>
<td>97 (57.7)</td>
</tr>
<tr>
<td><strong>Race, %</strong></td>
<td></td>
<td>Fisher exact test</td>
<td>.043</td>
<td>χ² (4 df) = 5.15</td>
<td>.273</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>272</td>
<td>230</td>
<td>502</td>
<td>134</td>
<td>114</td>
<td>248</td>
</tr>
<tr>
<td>African-American</td>
<td>11 (4)</td>
<td>6 (2.6)</td>
<td>17 (3.4)</td>
<td>5 (3.7)</td>
<td>4 (3.5)</td>
<td>9 (3.6)</td>
</tr>
<tr>
<td>American Indian/Alaskan</td>
<td>1 (0.4)</td>
<td>0 (0)</td>
<td>1 (0.2)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Hawaiian/Other</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pacific Islander</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Asian</strong></td>
<td>43 (15.8)</td>
<td>21 (9.1)</td>
<td>64 (12.7)</td>
<td>22 (16.4)</td>
<td>10 (8.8)</td>
<td>32 (12.9)</td>
</tr>
<tr>
<td><strong>White</strong></td>
<td>64 (23.5)</td>
<td>64 (27.8)</td>
<td>128 (25.5)</td>
<td>39 (29.1)</td>
<td>28 (24.6)</td>
<td>67 (27)</td>
</tr>
<tr>
<td><strong>Hispanic</strong></td>
<td>88 (32.4)</td>
<td>95 (41.3)</td>
<td>183 (36.5)</td>
<td>44 (32.8)</td>
<td>44 (38.6)</td>
<td>88 (35.5)</td>
</tr>
<tr>
<td><strong>Mixed</strong></td>
<td>63 (23.2)</td>
<td>44 (19.1)</td>
<td>107 (21.3)</td>
<td>24 (17.9)</td>
<td>28 (24.6)</td>
<td>52 (21)</td>
</tr>
</tbody>
</table>

*The number of the subcategories violates the assumptions of the χ² test, and so Fisher exact test was used.*
Figure 1. LDA with clinical variables to discriminate subjects with KD from FCs. Dotted vertical lines in the bottom density plots define the boundaries of the low (95% NPV for FC prediction) and high score (95% PPV for KD prediction) subgroups.
Figure 2. LDA with laboratory test results to discriminate subjects with KD from FCs. Dotted vertical lines in the bottom density plots define the boundaries of the low (95% NPV for FC prediction) and high score (95% PPV for KD prediction) subgroups.

Figure 5. Analysis of KD scores in the prediction of coronary abnormalities by overlaying density plots of the scores of subjects with KD on different coronary artery outcomes.